Making the study more useful: Data Collection
Elton Aberle:
This last session continues the discussion of making the study more useful, but we're going to call on the members of the AAU Data Enterprise Group -- Data Exchange Group. I asked Charlotte what AAUDE meant, and that's what she informed me. It seems for me personally this seems like a long journey. Charlotte talked me into being -- I've been involved in this for 10 years, just as long as Jerry. Charlotte talked me into being on the methodology study back in 2001 or something like that. And so it seems like a long time, but it's been an enjoyable journey, and I am pleased to have been a part of. I'm Elton Aberle, University of Wisconsin-Madison, retired a couple of years ago, but Charlotte talked me into staying on this. 


So let me introduce them from the AAUDE. They're going to do this together. Julie Carpenter-Hubin from the Ohio State University and Lou McClelland from University of Colorado at Boulder. So this is a tag team match, correct? Okay. 
Lou McClelland:
The first announcement is our “at” is gone. The Regents axed it in a cost-saving move. We are University of Colorado Boulder. Where many, many of the suggestions that have been made earlier today are already written down in our paper, and we're just trying to pull those together in a sort of structure that made sense to us. We will be doing some modifications, but I want to point out that the entire paper all written out, not just the PowerPoint, is posted right now at AAUDE.org/NRC. You have to go one step beyond that, but it's all there now. 

We feel like the people in this room and the people in AAUDE, and I'll talk in a second about what AAUDE is, are privileged in regards to the NRC study because we have seen an inside view of many things. Hearing Dick Wheeler talk about his changing views on reputation was a privilege for all of us to hear. Working with our colleagues on the data, we have learned about problems in the data that you can't know otherwise and about qualifiers, how programs differ from each other. That is not portrayed just by the numbers. 


So that's part of what we want to try and bring out today and think about how do we get that kind of information out to other data users who don’t have the privilege of being in this room, of being in AAUDE, and working with the data all the time. 

So AAUDE is indeed the Association of American Universities, the AAU, Data Exchange. We are only loosely affiliated with the AAU. We're not an official part of it, and we are pronounced AAUDE as in "howdy." You get told that the minute that you walk in the door of this organization. We've been exchanging comparative data about research universities since 1974, comparative data about discipline specific areas since before 1980, but for the first 10 years of that it was really focused only on salaries. 

So only in the last 10 years or so have we exchanged any discipline specific data that go beyond salaries. And we're only 63 of the 200 some institutions represented in the NRC study, but the AAU institutions account for 63% of the NRC programs and, it's not a mistake, exactly the same proportion of the reported enrolment in the NRC programs. 

We’re all over the country. This is our favorite map because it shows us, Colorado, right in the middle of that great big space. Julie and I were just discussing that it would be very easy to add another measure to the portrait of a university, longitude. Because in our view -- in my view, in the western view, you all think that the further east the school is, the better it is. We don’t quite agree with that. 

So our suggestions are motivated by thinking that the ranges of rankings, especially the overall ranking and this is a big complex set of trying to put together a lot of things and then trying to do a ranking and then trying to do uncertainty on that, that that whole process became the tail that wagged the dog. And that this is a problem. It actually hindered the production of accessible and useful data because as many of you have discussed, it's too complex, range is too wide; it stole attention, time, and effort of the NRC staff, the NRC committee, the institutions from other things they could have been doing to validate, refine individual measures, understand them better. 

I think that it falsely annointed those 21 measures. They became elevated to these are the important measures because they were on the list that fed into the overall combinations. It attempted to combine things that are really incommensurate with one another, and we'll talk more about this as we go on, excluded some really valuable information about research specialties of the faculty, about fields with which a program was affiliated beyond the first field, post docs, faculty degrees, et cetera, et cetera. If it couldn’t be reduced to a number that went into that overall ranking, forget about it. It was gone. And it restricted each program to an appearance in one and only one field. We'll talk some more about that later also. 


So we've got four suggestions for next time, and the remainder of this presentation we'll be reviewing those. Our bottom line is down at the bottom. Don’t do it again the same way, please. That's a real bottom line, and that has three parts. Aim for a sustainable, replicable, continuously improving process, a process that gets better; a process that isn’t a one-shot deal. Second, focus on characteristics and comparability -- comparable data rather than on the elusive holy grail of quality. And third, aim for easier public access to and use of the results, part of which we're talking about today. We're going to back and forth. 
Julie Hubin:
So all of the higher ed data collections that we can think of have improved over time. If you think back to the beginning of the Department of Education's IPEDS data collection, that has gone considerably better over time. If you think back even to US News and World Reports rankings, those have gotten better over time. And the reason they get better over time is that we know more about the data that we're collecting, but also we know more because we're using the data. And it's not really until you put the data into some kind of use that you discover the flaws and know that you need to fix those.

We think that it needs to be replicable and on a more frequent schedule because when the collection is done at such long intervals, the stakes are so much higher for each of the collections. At this point, our institutions are -- their laurels are resting on data that were collected in 2005-2006 and they don’t know when it's likely to happen again. If it happens on an every two-year period and something isn’t quite right there, they know that they could get it fixed again in just two years. And so that's a better outcome for them. 


In order for it to be feasible, to collect it on a more frequent basis, we have to streamline the process. And one of the ways that we think we could do that would be to make use of existing data collections and collection methods. Here we're thinking about some of the regular data collections that those of us in institutional research at least are aware of. IPEDS to completions counts the number of PhD degrees, and IPEDS has gotten much quicker in releasing data so that they have more up-to-date information about doctoral degree completions. 

You can use zip codes to facilitate the intersection of those data with other data. We want to see the faculty list definitions simplified quite a bit, and we think that it's important to publish those faculty lists at the outset. When we talk about gaming the rankings by putting faculty on multiple faculty lists even when they barely contribute to a program, we think that some of that could be ameliorated or prevented perhaps by just publishing those lists. Peer pressure will prevent departments from putting people that all of their colleagues know aren’t really in that program on their faculty list. 

We think that the lists are best, or at least simplest. if they include only the tenure and tenure track faculty. It's easier for schools to produce those lists. They're more comparable over institutions, and we have another recommendation to discuss a little bit later about separating rankings from these data collections. That means that you really don’t have to find a way to include everyone who is producing a lot of publications even if they are not exactly a faculty member in your department. You don’t have to try to get them onto your list. 

Here's a listing of some of the existing collections that we think that you could use; IPEDS again, the NSF's graduate student survey of support and the survey of earned doctorates. The study this time around used the survey of doctorates for the academic placements. Other placements are there as well. At my institution, we think we collect better placement data than the SED does, but not every institution does, and there's a lot to be said for comparability. So we would think that the SED would be a better way to go. 

Academic Analytics or some other commercial product for scholarly productivity measures makes sense to us as well. It was a huge effort on our campuses to put all of that together, and then it was huge effort at the NRC and sometimes our efforts were for not really because they weren’t used. 


AAUDE has been working on ways to compile completion rates and time to degree that are based on the CGS methodology and the NRC's method but are simplified. When you're collecting time to degree as one measure, you don’t have to collect the time for completions on the completion piece of that as well. If what you want to know is how long it took people to complete, right, you get that with time to degree. If you want to know whether or not they completed, you get that with the completions metric. So you can simplify both of those by just focusing on the main idea there. 

And then the last choice for how to get data for another round of studies is to go directly to the schools and the faculty with surveys. We think you can get a lot of the information before you ever go that route. We think that the data needs to be collected frequently enough that you can routinize it and get it to be a part of the regular schedule of institutions, but leave enough time to learn from the previous collection so that the measures and instruments can evolve. 

Comparisons over time are certainly important, but we need to allow for the evolution even if something was asked the last time. If it wasn’t asked the right way, we need to change the questions so that we're getting it right the next time and going forward. 


The challenges with this approach to the next round or rounds of data collection are going to be some of the same ones that they had this time; first staying simple, keeping it to just what's really important not the things that would be nice to know but only what's really necessary to know; how you collect and convey all of the qualifying information, how you pull that altogether, who does that, is it all appropriate for the NRC to be responsible for collecting or should some of it fall in other places. 


If we were to pull in data from a commercial product, such as Academic Analytics or something else, what would the business model for that look like? Using other data sets means that you have some of their rules that you have to comply with. IPEDS perturbed some of their data, the data with small ends, and so would those data still work for us? That would have to be considered. 

Dealing with programs that have a large variation in size is still going to be problematic. How do you compare some of the large programs that are producing 30, 40 PhDs a year with the ones, the smaller niche programs, maybe the programs that focus on a particular specialty, that needs to be discussed. 

Adopting compromises in the field and program definitions; that was certainly something that had to be done this last time around. What have we learned from this last time that helps us understand which ways to go are the best, which decisions to make would be the right ones. Can we centralize some of the collections from schools? Can we do something that's a little simpler and easier on the NRC than uploading surveys and dealing with interdisciplinary programs is still going to be an issue. How do we make sure that we're providing good information about interdisciplinary programs and not just kind of leaving them to the side? 

So those are some of the issues that we would still have to work on. 

Lou McClelland:
Okay. That was on process and trying to make the process sustainable and more efficient. One of the pieces that Julie mentioned that is discussed in more detail in the paper is using IPEDS completions even to define the programs. This time programs were defined as a starting point with number of degrees. That's what's in IPEDS completions, and that could take out a whole step -- we're after steps you can take out of the process. 

Suggestion 2 is to focus on characteristics and comparable data rather than this elusive assessment of quality. By dropping the overall combination and the rankings that went with it, publishing all the kinds of the data, treating reputation simply as a separate dimension measuring it directly, this is very close to what Dick Wheeler was saying, when you want to do that, just measure it directly and building a body of knowledge about data comparability to carry you on. 


So first of these is dropping that overall combination. When we wrap up our issues here, we're talking about facets of doctoral programs. There is the scholarly productivity facet. There is the student experience facet which includes student outcomes or that could be viewed as a separate facet. 

There is a third facet over here that's independent of those two that has something to do with size and the surrounding institution that a program is in. And later we end up saying, “Think of those as facets of a diamond. A diamond glitters because it has different facets, and they catch the light in different ways at different times. And the only way you can combine all of those into one thing that no longer has separate facets is to grind it down into a piece of glass.” That's what the overall combination seems like to us. 


If you drop that overall combination, you require fewer collection steps because you don’t have to ask anybody, “How do I do this overall combination? What's more and less important of these 21 things?” And you don’t have to do regressions to figure that out either, and you don’t have to ask for the dependent variable. You skip a lot of steps. If you don’t have any overall combination and standardized scores and rankings within a field, you can have a program listed in more than one field. And probably the most important, you can easily allow publication of data that don’t lend themselves to the rankings, to the overall combination. 


So what are some examples? A program could make a statement about its interdisciplinary capacity, its affiliations with other programs at the institution. In fact, there were questions on that on the program questionnaire. You were allowed to list up to 10 thises and 10 that’s, and I don’t remember exactly the words for it. And we socked a huge amount of effort into that, and we're really pleased with the kind of picture that that helped us build of our own departments, our own programs, affiliations with research institutes and training grants and other programs and so on. Those data are somewhere, but they've never been released because they don’t fit into a ranking at all. They don’t fit into an overall combination. That's one example. 

What if we had a list of the three journals that this program drew most publications from? Would that let you see this anthropology department differs from that one because it publishes in different journals? And Lawrence would say, "Well, the chairs know that anyway." Well, yeah, they do, but the prospective students don’t know that, and all the advisers out there don't know that. Let's get that information out. That's another example -- institutional comments on the measures themselves. We think that everything on scholarly productivity should have both per capita and total measures of scholarly productivity. The totals mean something in themselves. Most of the world rankings are based on totals of publication and citations. Somebody thinks they mean something. 


If you don’t have a database combination ranking, you don’t need to impute for missing values or say, “This measure just has so much missing. We're not going to include it at all.” So it gets around that problem. And you can heighten the utility of measures that are not linearly related to quality. I get a lot of comments from my faculty about situations where something that's been included in the rankings can be too high. Too high for what? Well, they can look at a graduation rate and say, "Hmm, that's so high. That place isn’t doing its job." It's either taking too few students, too few risks or it's not being rigorous in figuring out who goes on and gets a degree or it hasn’t been comparably measured or the program is different in some qualitative way. 

Percent international is another one. The first time I was presenting all this to my faculty, the chair of physics came up and said, "If percent international is too high, it means the program cannot attract students from the United States." In other words, 100 is not the best value. If you're not combining, making linear combinations of things to try to mean something else, that's not a problem. You can present the data like The Chronicles does, see those outliers, discount them yourself. 


Treat reputation is a separate dimension. We would never recommend measuring reputation every year. That would be complete overkill. Maybe every five years, possibly every 10 years, not necessarily at the same time you're measuring the other facets of the diamond. We think 90% of what is meant by reputation is the scholarly reputation of the faculty in the program. That there may be reputations for how programs treat students, but those would be much more difficult to get out and much more sporadic. 

The Philosophical Gourmet, and we'll talk a little more about that later, has a data collection model for faculty scholarly reputation collection. But the NRC may be the uniquely qualified agency to do this collection. It's hard to imagine a university going out and doing that kind of a collection or maybe even an aggregate of universities. And on the other hand, we've heard comments where you don’t want US News to do it either. So where does that put you? Maybe it puts you with the NRC. 


You want a bill of knowledge about data comparability. Document the dead ends. We have to think, many of these things that have never been published is because there was something wrong, but it's not documented anywhere. So what's to prevent us from just doing it again? Spot check the comparability, investigate the outliers single dimensions, one dimension to another. There are rampant small issues with looking at doctoral programs that just don’t arise when you're looking at an entire institution as your unit of analysis. 


Publish all the numerators and all the denominators separately so that you can take two programs and put them together and get the measures correctly. 

Julie Hubin:
So working with PhDs.org and with The Chronicle to make the data accessible was a terrific move. And we think that going forward that can even be improved upon because now you can start to think early on about how people will want to look at the data and how they'll want to interact with it. And so you can think about that as you're doing the data collection, and that will give you some better ideas about how to pull it together. 

So for example, we think it would be important to let users select group and combine programs. Perhaps you are in the biochemistry department, right, and so you want to look at every program in the US that has biochemistry and the name for universities that are fairly a good size and have x number of life science programs. You can put all kinds of limitations on the data and press a button and look at the group of programs that you've selected using those characteristics. You can only do that if you're thinking about taxonomies and how to categorize data ahead of time. 


Another example would be foreign language programs. That's a really tricky one for a lot of universities to do comparisons because they may have a modern language program, they may have French and Italian, the Spanish and Portuguese or they could have Romance languages. So how can you pull apart or put together programs and thinking about that and making it possible and advanced would be a good step. 

Lou McClelland:
And every speaker this morning except Lawrence focused on a subset of institutions. Their Regents specified peers, their usual peers, some group that made sense to them that was less than the entire set of institutions. That is difficult to do if you're out there on PhDs.org, on The Chronicle, on any kind of public setting of the data. 

Julie Hubin:
And we want more information than just numbers. So again, we want the faculty lists. We want to know what the specialties are within a program. So if you're a philosophy program, we want to know if you specialize in ancient or if you're analytical versus continental. Those kinds of things would be useful information for students and for others to know. 


We think that the programs should be able to comment about the data and how important certain variables are. So is this a program that publishes in journals? Is this a program that is more of a book discipline? Those kinds of things would be helpful. And then it might be that you'd want to list some programs in multiple fields. Biostatistics was one that Cathy mentioned earlier this morning. You might want to see that both in the stats area and in public health. 

We think it would be useful to look at different publication models. So there are models out there already for how higher ed data are made available to the public. Could we create a common data set for doctoral programs? There's a common data set already for undergraduate higher ed data. And can we do something similar to that so the institutions can put on their websites variables about PhD education that will be accessible to all students. Publications could come along and collect those data and make them comparable if they want to do that, but it would be a template that universities would use to provide similar data. 

PhDs.org is already working well and perhaps that could be expanded. And there are other publishers and other organizations that we could collaborate with. APLU is already working on putting together a collection of a small number of variables about doctoral education. Can we work with them? Can we see if that's expandable? Peterson's puts together information at the discipline level for a number of graduate programs. So there are some possibilities and some models that are already out there we can look to. 


We think as well that we need to learn from the 2010 publication of the NRC data, and that it would be important and useful to look at who is using those data, for what, and in what way? So how many people are using the fee site of The Chronicle where those data are stored? How many people have downloaded the big NRC Excel spreadsheet? Who's logging onto PhDs.org? What's on other websites? Who is posting what? And so look to see how other people are already using the data. 
Lou McClelland:
So rather than interspersed throughout with examples although we've mentioned some, we've drawn several together here, examples of situations with programs and fields, issue with measures, and then Julie is going to talk about in a little bit more detail about the AAUDE completion rate exchange and the Philosophical Gourmet. 


Programs with clear ties to two or more fields. This became a real sore point with me because I have a program named Chemistry and Biochemistry, and we very carefully listed it in chemistry, and we listed biochemistry as its second field, and we may have listed something else in all the rest of the seven when it was allowed. But when the data came out, there it is in chemistry -- period. And you can find it on PhDs.org under biochemistry listed with the programs not ranked, down there at the bottom, and it's not a very pleasing result. 

There are seven other programs named exactly the same thing, chemistry and biochemistry. North Carolina State had the champion as I went through this looking for the word "and" in program names; marine earth and atmospheric science. So this doesn’t just affect do you find it when you look on a list, it also affects that's where the rankings are coming from, from the single field in which the program was ranked. It affects the standardized scores that they have because they're from that field exactly. 

Psychology is a different sort of example. It's got the highest by far number of programs of 50 more than the number two which is chemistry. Only 60% of the programs in that list are named Psychology or Psychological Sciences. Only 60% are standard, big, comprehensive, single Psychology departments in their institutions. Twenty-nine of them are named Clinical Psychology which is really bizarre because the instructions specifically said not to include Clinical Psychology. 

There are also those named social and experimental, and there are some where there are five psychology programs in an institution. There are also programs that I wouldn’t call psychology and that's where my degree is from, and that's where my husband is a faculty member. So this is why this is my special interest. We don’t call Communication Sciences and Disorders Psychology or Human Development and Family Studies, but they are in there with their names. 

Now, the tragic part of this is that all of this has been known since 2007 because all of those lists were released at that time in the primary field. And we looked at it some, but we didn’t complain then, and so that's what we ended up with. 

Measurement issues. So a few days ago in a lapse of knowledge, I wrote that enrolment was the only issue or the issue with the least comparability problems. And it had been maybe three minutes since I sent it to Julie that she came back and said, "No, no, no, no, no, no, you've forgotten everything," and you're right. It's deceptively simple. It's only easy to count enrolment if you can exactly discriminate who is a doctoral student and who isn’t. 

Now, those students are working on their dissertations, those are pretty easy although continuous enrolment polices sometimes play havoc with that kind of an enrolment count. But the ones coming in the door where maybe they've applied for a doctoral program and the department says, "Oh, yeah, we like all these. We're going to admit all of these students to a master's program. And then after two years we're going to tell them which ones can continue." And is that any different than the case where they're all admitted to the doctoral program, and after two years they take comps and some of them continue and some of them do not. 

Well, it may not be any different for the students, but it's different for counting enrolment. It's different for specifying when the students started. It makes a difference for time to degree. It makes a difference for calculation of a completion rate. And if that is different over different programs in a field, you’ve got a problem. You've got non-comparable data on enrolment, time to degree and graduation rates. 


Another example is full support. And here many of us in AAUDE sat in a room some years ago bringing all of our data along. In some cases, the assessments of percent of first year students with full support had been done by programs themselves. In many cases, they had been done centrally, usually by the IR office using various central data. And we're going blow by blow over this whole financial aid sections, whole support section. Well, what do you mean -- what did you do by this? What did he have to have to put him in that whole? And we discovered that there was no definition in the collection of full.

We all took support to mean money because it was in a section about money, but there was no definition of “full”. Well, how had that been defined? So we traded the information on that. Well, one institution which is represented at this podium defined it as $1 over tuition and required fees. Other institutions defined it as far more than that. There's nothing to tell you that in the data that you get back. And AAUDE was probably negligent. We never published our findings about that. So we're kind of open-mouthed when we see people using that measure. We know that that's just a really scary non-comparable measure, but it's being used. It's probably better than interdisciplinary. That's about all to say for it. 

Percentage of students in academic positions. This one has a different twist. We've already talked some about the measurement issues with it. The case when fewer than 100% responded to the SED and matched to later actual placement, but there is a different issue when it comes to using it in a combination in a ranking. So remember, the faculty questionnaire said, "What's the importance of placement of students after graduation?" It didn’t say in academic positions, but that is in fact what the measure became. So those importance weights for one thing have been applied to what's a rather different thing. 

We already mentioned curvilinear relationship to quality when the maximum value is not the most desirable time to degree, graduation rates, percent women. If it's 100%, is that the best? Probably not but that's how it's entering the diversity ranking combination and the overall ranking; same with percentage international. The issue is not with the measure. The issue is with the use of the measure in a linear combination that then leads to a ranking. At the end of our paper is a matrix of all of the measures with one column for measurement issues and one column for issues in use in the combinations and rankings. 


Then there's all the measures that were never released, have never been released so far. I was amused to hear Lawrence ask for the response rates to the survey and Charlotte say, "We can do that because we asked for those a long time ago." So good luck. Measures never released, all the data on post docs, whether students are leaving before or after candidacy, criteria for candidacy, placement, faculty list, faculty degrees, faculty specialties, the list is huge. 

We have not gone through and systematically counted, but by my estimate, 10-20% of the data collected have been released. Well, why? Were they hopelessly incomplete? Were they just wacky? At least next time we've got a document what wasn’t released and why not and have it inform the next collection. At best, release these data now. Outside the rankings context, don’t make any attempt to draw them into that. Just release them. 

Julie Hubin:
Let me tell you just a little bit more now about how we're calculating or working on calculating completion and time to degree rates within the AAU Data Exchange. So the problem here really is who's a doctoral student, and if you're looking at completion rates, you're starting with a cohort and looking to see how many of them finish a degree, right? 


And so what is the cohort? Well, the cohort can be anything really as long as you document how you're creating your cohort. And you document it so that other schools who want to make comparisons can make comparisons only to schools who create cohorts in the same way. Now, you can't do this if you're using the data in a ranking because everybody has to do it the same way then. But if you can remove it from the rankings context, then you can get much better comparisons for your programs. 

The same is true for time to degree, and what we're doing there is calculating time to degree in multiple ways. So from the first time they enter as a graduate student, the first time they become a doctoral student depending -- enter that institute -- yes, enter the particular institution as a graduate student, when they enter a particular program, when they hit candidacy. And so the multiple points then give you better information so that you can make better comparisons. 


Now, one thing that we've just mentioned a little bit here are the Philosophical Gourmet reputational rankings. And the reason we're bringing those up is that they started out as -- well, I don’t think that they were particularly highly respected among the philosophy community when they began, but they have become considerably more so over time. They are still controversial, but in the main, philosophers look to these rankings, and they have a very illustrious body of rankers within the discipline that creates the rankings. 


What's really different and interesting I think about these is that Brian Leiter, who coordinates these and is at University of Chicago, sends to all of his raters lists of faculty for the different programs and philosophy but without the institution's name attached. Now, of course, people recognize their colleagues at different institutions. But what I thought was interesting was this quote from one of the raters that said, "It was surprisingly tough to say what I think without the institutional halo effect front loaded." 

And I think what's happening here is that you look at the people and even though you may know that it's Rutgers or Harvard, it's really the people that you are focusing on. And so how good are they? What have they produced? And you've got a list not just of the senior people who have been publishing but the junior people and maybe the junior person that you just heard at a conference recently. 

So having people within the discipline rate faculties and not just give them the names of the programs, I think it's a good way to at least consider going with reputational rankings next time around. Now, this is not different really from the way that the NRC did the reputational rankings that they used as a basis for the R rankings. So that wouldn’t be a big stretch there. 

The Leiter Report or the Philosophical Gourmet Report also provides information about specialties within the program on their website, and they list the names of faculty in cognate disciplines. So there's a little bit of additional information for students there as well. So it's just another example of the way that it's being done in other arenas that could be looked at here too. 


So again, our last suggestion was to consider the next steps now. Don’t wait until we're starting to do this again, and don’t do it the same way again. 


We wanted to just go through some of the issues in wrapping up this time around. So we think that it's important to get the error corrections, recalculations out there, and we're looking forward to seeing those data. It does seem important to us to be able to look at the unpublished data. And one of the things that we thought might work was following the NCES model of bringing people together to look at the data. You might have fellowships for researchers or for doctoral students to go through some of the unpublished data to find what are the problems with those data, what is there that's really of value that we would want to make sure we look at next time around.

We think that we can, again, learn from the publishers who are already putting data out there. We want to make sure that we use this entire process as a learning process for the next time around. We think that it's important to consider pulling what we see as the three main pieces of this project apart and consider how they can best be done. So is it really the best way to manage the project to treat this as one data collection or can we do a collection of doctoral student experience data, a separate collection of faculty scholarly productivity data, and altogether separately a reputational study?


When we think about those, we need to think about who the audience would be for each of those pieces. I think that the doctoral student experience is very near and dear to the hearts of the graduate school deans to prospective students, to current students, to our faculty, but in a different from scholarly productivity and from reputation. It may be that we should have different -- we should think about different modes of publication for each of those things as well. 


If we pull them apart, they don’t all have to be collected on the same schedule. They don’t all have to reside in the same place. Institutions can be responsible for publishing some of the data themselves. Some of the questions that we asked before; how can this be a sustainable business model? We want to ask whether comparisons covering US institutions only are still relevant and for how long that will be true. There are world rankings popping up right and left. And can we really afford to just take this very national look at ourselves? What should the NRC's role be in future collections? Should they be responsible for all three of these parts? Maybe the reputation part?

Let me go back to that and we can just open it up for a little discussion. 
Elton Aberle:
Thank you. There have been a number of suggestions that probably stimulated some questions or comments. The floor is open. None? Go ahead, Charlotte.
Charlotte Kuh:
AAUDE is a fine organization and has invested a huge amount in the improvement of data, and that is evident to its members. The other thing though is that AAUDE does not publish its data. And so do you think if your recommendations were followed, would AAUDE be willing to contribute the already excellent data that it now collects?
Julie Hubin:
I think that AAUDE would be happy to share the templates that we use for collection and that institutions would have to make the decisions about whether to share the data that they provide to AAUDE as well on their own. Ohio State is a public university. You can ask us anything, and not only do we have to tell you, we're happy to tell you. So we'll share our data, and I would have to leave it to -- it's an institutional decision. 
Elton Aberle:
Other questions? Go ahead. 

Participant:
With regards to the ranking of how famous a program is, I mean do you think you can really have a measure for that? I'm not sure we can really measure the standing of a department -- of a program rather. I think you kind of addressed that multiple times in your slides. 

Lou McClelland:
I'm going to disagree with something Julie said. She said what Leiter does is very similar to what NRC did last time. I don’t agree with that. Leiter is explicitly on faculty scholarly. It's not quite the same as productivity. It's productivity and talent. So if you know somebody is an up and coming, you can honor that even if they haven’t done a lot yet. What the NRC got when they measured -- it was not labeled reputation, it was labeled quality, but it was, for all intents and purposes, the same thing. But it attempted to pull all of the -- to be a quality measure taking into account all facets, diversity and students and scholarly productivity. 


Now, in fact, when you did the regressions, you discovered that the main thing going in was the faculty scholarly productivity. These didn't count for much in those. But can you collect those? Do they exist? I'd say absolutely. 

Participant:
I agree with you, but I think the reputation is a constellation of a number of things and should really be an outcome rather than a measure in the ranking. 

Lou McClelland:
I think it's something in itself. And as Dick said earlier, sure, there are a lot of things that are determinants, correlates of that reputation, but there's that other factor that surrounds a program that can feed into the reputation and probably can't be measured. You could measure until you're blue in the face, and you will never explain all of the variants in those. So why not just treat them for something in and of themselves separate from the quantitative measures?
Felice Levine:
I'll say who I am briefly, Felice Levine, and I'm the Executive Director of the American Educational Research Association, but probably most relevant is that I am collaborating with the National Academy of Education and Laurie Shepherd and I are co-PIs on a study of education research doctorate programs that parallels and built upon this research. So I've been a, God knows, Charlotte, maybe since 2005, right? a student of this study. And I want to say I sort of -- and I just apologize that I wasn’t here for the whole day, but I was at another meeting that I was chairing so just by preface. 

So I'm only hearing this part of it, and I can kind of hear the frustration, and I can hear what this could be or could have been. And I wonder whether this is kind of a cross-sectional conversation at this point in time because of where the study is at this point in time. And as I've said in another context to Charlotte, it was such a preoccupation in constructing the study in a line of 20th century projects that were assessments and were preoccupied with ranking and ratings. But from the 1995 methodology report, there was an ambition to -- or 2005 -- to make much more or this project, and there is much more to this project. So many of the things that -- that's not to say every -- any major empirical study is perfect. This one isn’t and surely ours isn’t either, but we can learn so much analytically about the issues you've raised. 

So I’m a little bit want to kind of give some question about not throwing out the baby with the bath water here, meaning that yes, you know, sort of the vision was to commission papers, was to have access to restricted data files, was to use the faculty data analytically, was to use the student data on a pilot basis; these remain all wonderful opportunities for the field. So a little bit of my concern about some of the mapping of these issues is I wouldn’t retreat from seeing the value of understanding variation by school type, by context, by culture to saying, "Well, we should do this individually and maybe we'll knit it together." 

There's wonderful virtue as you say in your last -- sort of your last slide to this even broader than the US. There's wonderful virtue in this area where we know so little about doctorate education and about post-secondary education to really try to re-envision what a national study would look like. So I'm -- of course, I come from a long line of optimists, I would not want to see the downside here, and I would really like us to be able to develop some opportunities to mine and use these data then learn from what are some varied critiques to then talk about what the next redesign should look like. 
Lou McClelland:
Right. And I think we definitely agree. And the unpublished data is a goldmine for learning about measurement, for learning about institutions, for learning about doctoral programs, that we shouldn’t forget. Your statement also reminded me that now that IPEDS distinguishes between research doctorates and practice doctorates, if we started with IPEDS data, we could include education and business and some of the other disciplines that were excluded last time. 

Suzanne Ortega:
I'm Suzanne Ortega from the University of New Mexico and to some extent my good colleague, Felice Levine, has anticipated my question. But this one was pretty specific with respect to the suggestion that we perhaps would develop three separate surveys to spread out workload dividing the reputational survey from, I believe, it was student outcomes and faculty research productivity. 

And I guess I have this question whether or not we should do that I see is an empirical question. It assumes that we conceptualize the dimensions underlying program quality correctly ,that there's not a more creative way of thinking about not only institutional type but program type that is some sort of empirically derived combination of elements from all three. So I think it's a cautionary note but also I'm curious if you've done any looking at that question. 
Julie Hubin:
So the quick answer to that is no, we have not looked at that. And I guess at this point, we're posing this as a possibility. So we can go forward and keep thinking about how we do this big monstrous data collection, and the sheer size of it sort of seems imposing enough that it's not likely that we'll do it very frequently or we'll have to pare it back and do it -- do less of it if we're going to do it more frequently. 

So what we'd like to get out there in the conversation is really, does it have to be one data collection? Could it be that in one year we collect the doctoral student data and another year we collect the faculty scholarly productivity or do we have to collect it? Can we find it some place? Just we want to make sure that we don’t think of doing it this way again as being “the” way to do it. But there are lots of possibilities. 
Lou McClelland:
And we're not coming up -- and what Julie said is do we have to combine them? Can't we just have the reputations and the scholarly faculty productivity and the student experiences characterized separately? We spent more effort trying to combine those things than trying to measure them right. 

Casey Redd:
So I'm not too far away from being a graduate student as I said before. So it's not that I would mind if I were looking for graduate programs so imagine I'm an undergraduate that you -- I don’t care how you collected the data. I don’t care if you collected the three separate times. But I would like one database where I could say I want a certain level of faculty scholarly publication, so I've reached that sort of minimum cutoff. And then I want to be able to select for, you know, do I get full support, those sorts of things. 

So as long as it's all collected in the same place, and it's not individually on each website like each institution where I have to go to each institution and then have 10 different web pages open and be like -- but if I can have it in one database where I can do that sort of, that would be a view setting to students. 
Elton Aberle:
One back here and then Jerry. 

Participant:
So Lou and Julie, I'd like to thank you very much for thinking very hard and creatively about these issues, and I think you've articulated some of the things that many of us have thought about and did even more creative and thought of things that we hadn’t even thought about. The one thing that I would ask is if you might want to rethink your point about tenure and tenure track faculty only. Just because in the '80s there were many schools, divisions, and programs that were being very creative in cost-saving kinds of ways and created tenure-like faculty with five-year renewable contracts and they -- these schools or programs don’t have tenure. So you might want to think about how you incorporate those types of faculty and those programs because they should necessarily be excluded. 

Elton Aberle:
Thank you. 

Julie Hubin: 
And what we're worried about is comparability. So if what we -- if we can come up with a way to describe different types of faculty clearly and can put information for a variety of types of faculty together in a database so that I from a higher state can go in and search for just the people who look like my tenure track people and know that your research track people are going to be good matches, then I think that's a good long-term goal. But -- 

Lou McClelland:
And if you can do that easily. 

Julie Hubin:
Yes. 

Lou McClelland:
And efficiently. 

Julie Hubin:
Yes. So yeah. 

Elton Aberle:
Jerry. 

Jeremiah Ostriker:
I think there are a lot of very good points in your presentation, and it's a quite fresh look at the issues. And the essential thing I'd come away with is the suggestion of taking a part the different pieces and considering them separately, and I think one had to think about that, how best to do that. 

Probably, the only thing I disagree with was the statement that we spend so much time on the figuring out how to combine things, when more than that the data collection because I was heavily involved in that on the committee. And I know that 90% of the effort was on the data collection at the institutions and within the NRC. The logic and the mathematics of doing the combining was largely done on a prior report which was completed before this report was even begun, and then there were only modifications of the one Elton referred to, and they were only modifications of that method during the current one. And it's an open question whether that is a good thing to do. 

The suggestion you're making is just to give up on that altogether. In other words, don’t try to get a quality measure from the individually measurable pieces. The committee itself had no choice on that insofar that the statement of task to the committee which we always put out in front of ourselves was to do that from the beginning, and that's what the three presidents had wanted us to do. But taking apart the issues and doing them all separately and not doing that is an alternative which is worth thinking about. 
Elton Aberle:
Thank you. Anything further? Well, let's thank our presenters one last time. 
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